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Abstract 

Early chilhood learning serves as a crucial foundation for cognitive and emotional development, significantly influencing future 
academic success. The use of machine learning technologies presents chances to improve the effectiveness and scalability of 
educational practices in the digital age. By creating an ensemble learning-based model which includes both demographic and 
psychological data. This study overcomes the shortcomings of earlier research, which frequently ignores the psychological 
elements operating learning outcomes. The F1-Score, Accuracy, Precision, and Recall measures are used in this study to evaluate 
prediction using Random Forests and Gradient Boosting Machines. With an F1-Score of 89%, Accuracy of 92 %, Precision of 
90%, and Recall of 88%, the Random Forest model exceeded Gradient Boosting, proving its ability to manage data complexity 
while finding a balance between precision and recall. The results show while demographic characteristics like age, gender, and 
parental occupation have little impact on early learning achievement, academic performance and attendance are the most 
important predictors. This emphasizes the necessity of focused tactics to improve academic achievement and classroom 
engagement. The study is limited by the representativeness of the dataset and the limited extent of psychological data, 
notwithstanding its contributions. To improve the interpretability and use of prediction models in early childhood education, 
future research should address these constraints by integrating qualitative methodologies, utilizing sophisticated machine 
learning techniques, and considering larger psychological factors.  
 
Keywords: Academic Performance, Early Childhood Learning, Ensemble Learning, Machine Learning Models, Psychological 
Factors    
 

I. INTRODUCTION  
 
Early childhood learning is a fundamental phase that 

significantly influence children’s long-term cognitive, social, 
and emotional development [1]. Learning at this stage not only 
essential for academic skills but also plays a crucial role in 
shaping children’s character and personality [2]. During early 
childhood, children begin developing core skills such as 
communication, critical thinking, and social interaction, which 
serve as the foundation for their future academic and social 
success [3]. Given the critical importance of this phase, it is 
imperative to identify and enhance the factors that contribute to 
successful early childhood learning, ensuring that every child 
has an equal opportunity to develop optimally [4]. However, 
the implementation of early childhood education often 
encounters numerous challenges [5]. These challenges are 
multidimensional, arising from various factors, including 
demographic characteristics such as socioeconomic status, 
cultural background, and parental education level [6]. 

Psychological factors, such as emotional development, self-
regulation abilities, and intrinsic motivation, also play a pivotal 
role in determining children's learning success [7]. Many young 
children face difficulties in participating in the learning process 
due to lack of adequate environmental support, immature 
mental state, and individual differences in learning readiness 
[8].  

In the early childhood learning context, both psychological 
and demographic data are essential in understanding variations 
in learning abilities and success among children [9]. 
Psychological factors such as cognitive development, social-
emotional abilities, motivation, and anxiety levels significantly 
impact school readiness and academic achievement [10]. 
Research indicates that children with well-developed social-
emotional skills are more likely to adapt to new environments 
and overcome academic challenges effectively [11]. 
Additionally, self-regulation and emotional control are crucial 
psychological factors that help establish positive learning 
habits from an early age [12]. Demographic factors also play a 
substantial role in shaping learning patterns and determining 
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early childhood success. Elements such as economic 
background, parental education level, accessibility to 
educational facilities, and geographical location directly 
influence children's development and their ability to engage in 
formal education [13]. Children from lower socioeconomic 
backgrounds often experience limited access to quality learning 
resources, which negatively impacts their academic 
performance [14]. Moreover, studies indicate that parental 
education levels strongly correlate with parental involvement 
in supporting children's learning at home, which is a critical 
determinant of early childhood educational success [15]. The 
integration of psychological and demographic data into 
predictive models of early childhood learning achievement 
provides a more comprehensive understanding of the factors 
influencing children's development [16]. Psychological data, 
including cognitive abilities, motivation, and emotional 
regulation, reflect intrinsic attributes that affect learning, while 
demographic data such as socioeconomic status, parental 
education, and living environment provide crucial contextual 
insights into children's backgrounds [17]. The combination of 
these internal and external factors enhances the accuracy and 
depth of predictive models, allowing for better-informed 
interventions. A predictive model incorporating both 
psychological and demographic data can assist educators and 
parents in designing targeted interventions that optimize early 
childhood learning outcomes [18]. Ensemble learning methods, 
known for their ability to combine multiple machine learning 
algorithms, have become a widely adopted approach for 
developing predictive models due to their accuracy and 
reliability [19]. Among these, Gradient Boosting Machines and 
Random Forest have demonstrated effectiveness in 
constructing comprehensive predictive models in early 
childhood education when integrated with psychological and 
demographic data.  

One of the key aspects in predicting children's learning 
performance is psychological data, which includes social skills, 
emotional intelligence, and learning motivation [20]. External 
factors also play a crucial role, as demographic analysis 
provides valuable insights into children's living conditions, 
parental education, and socioeconomic backgrounds [21]. By 
leveraging ensemble learning techniques, predictive models 
can identify complex relationships between multiple variables, 
leading to more precise and insightful learning outcome 
predictions. Furthermore, ensemble learning enhances model 
generalizability by addressing biases and inconsistencies 
commonly encountered in demographic and psychological data 
collection. This ensures that predictive models remain 
adaptable and applicable across diverse educational contexts. 

II. METHODOLOGY  

This study develops a predictive model for early childhood 
learning achievement by integrating psychological and 
demographic factors using machine learning. Data collection 
involved gathering psychological (cognitive abilities, 
emotional intelligence, self-regulation, motivation) and 
demographic (socioeconomic status, parental education, family 
background) data through standardized assessments and 
surveys. Data preprocessing included handling missing 

values, normalizing numerical features, and encoding 
categorical variables. Feature selection was conducted using 
Recursive Feature Elimination (RFE) and correlation analysis. 
Model development utilized Random Forest (RF) and 
Gradient Boosting Machines (GBM), trained with supervised 
learning. Model evaluation employed F1-Score, Accuracy, 
Precision, and Recall, with cross-validation and 
hyperparameter tuning for optimization. Data inclusion and 
exclusion criteria ensured the integrity of the dataset by 
removing records with excessive missing values and outliers. 
This structured methodology, as shown in Figure 1, enhances 
the model’s reliability and applicability in early childhood 
education research.  

Figure 1. Research Methodology 

A. Data Collecting  
 
This study employs a quantitative approach using structured 

questionnaires and psychological tests. Demographic data (age, 
gender, family income, parental education, employment) will 
be collected from parents, while psychological data (social 
skills, emotional intelligence, learning motivation) will be 
gathered through standardized assessments. Data will be 
collected from multiple early childhood institutions with a 
target of 100 samples, ensuring representativeness through 
stratified random sampling. Exclusion criteria include 
incomplete responses (≥20% missing data) and inconsistencies. 
This methodology ensures reliability and reproducibility for 
future research.  

 
Tabel 1. Research Dataset  
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B. Preproessing Data  

 
     The dataset was prepared for use in Ensemble Learning 
models, specifically Random Forest and Gradient Boosting 
Machines, through a structured data preprocessing phase. Data 
cleaning was performed to handle missing values [22], using 
imputation techniques, where categorical features were 
replaced with the mode, and numerical features with the mean 
or median [23]. Categorical variables, such as gender and 
parental education, were transformed using one-hot encoding 
to ensure compatibility with machine learning algorithms. 
Feature scaling was applied by standardizing or normalizing 
numerical data, particularly for learning motivation, emotional 
scores, and family wealth, to maintain a consistent value range 
across features. To evaluate model performance, the dataset 
was split into training (80%) and testing (20%) subsets, 
ensuring a balanced approach for assessing predictive accuracy. 
 
C. Random Forest Algorithm  

 
      The Random Forest algorithm is an ensemble learning 
technique widely used for classification and regression tasks 
[24]. It constructs multiple decision trees during training and 
determines the final prediction using majority voting for 
classification or averaging for regression. To reduce overfitting 
and enhance generalization, each tree is trained on a random 
subset of the dataset through bootstrapping (bagging) [25]. 
Additionally, at each tree split, a random subset of features is 
selected, ensuring model diversity and improving overall 
stability and accuracy. One key advantage of Random Forest is 
its ability to handle large, high-dimensional datasets, 
demonstrating resilience to noise while maintaining efficient 
training times [26]. It also provides feature importance scores, 
which help in understanding the contribution of different 
variables to model predictions. The final prediction is generated 
by aggregating individual tree outputs using the following 
equation: 
 

𝑦
^
= "

#
∑ 	#
$%" 𝑓$(𝑥)  (1) 

    Where	𝑦
^

 is the final prediction, N is the number of trees, and  
𝑓$(𝑥) represents the prediction from the 𝑖. This technique 
ensures robust performance by leveraging multiple weak 
learners to form a strong predictive model, effectively 
balancing bias and variance trade-offs [27]. By training each 
tree on random subsets of both training data and features, 
Random Forest mitigates overfitting and enhances model 
generalization [28].  

  
D. Gradient Boosting Machine  

 
     The Gradient Boosting Machine (GBM) algorithm is an 
ensemble learning method used for classification and 
regression problems, known for its high predictive accuracy 
and adaptability [29] Unlike Random Forest, which builds trees 
independently, GBM constructs models sequentially, with each 
new model correcting the errors of the previous ones [30]. This 
process is driven by gradient descent, where each new model 

focuses on minimizing residual errors from prior aggregated 
models to reduce the loss function. During training, 
misclassified or poorly predicted instances are assigned higher 
weights, allowing GBM to improve performance iteratively. 
The algorithm uses hyperparameters, such as the number of 
boosting rounds (trees) and learning rate, to control how much 
each new model corrects the previous one  [31]. This stepwise 
improvement enhances model accuracy, making GBM highly 
effective for complex datasets. GBM directly optimizes loss 
functions and offers flexibility in handling intricate data 
structures. However, it requires careful tuning and higher 
computational resources compared to simpler models. The 
iterative process minimizes the loss function using the gradient 
descent method, represented mathematically as: 
 

𝐹&(𝑥) = 𝐹&'"(𝑥) + 𝛾ℎ&(𝑥) (2) 
  
    Where 𝐹&(𝑥) is the updated model, 𝐹&'"(𝑥) is the previous 
model, 𝛾 is the learning rate, and ℎ&(𝑥) is the newly trained 
weak learner. By iteratively refining predictions, GBM builds 
a robust predictive model capable of capturing complex 
patterns in data, ensuring reproducibility and reliability in 
machine learning applications [32].   

E. Model Evaluation 

    Accuracy, precision, recall, and F1-Score are the main 
metrics used to access this early childhood learning success 
prediction model’s ability in categorizing data according to 
learning success categories. A number of importans measures, 
including accuracy, precision, recall, and F1-Score are used to 
assess this early childhood learning success prediction model’s 
ability in categorizing data according to learning success 
categories.  

1. Accuracy  

Accuracy is a classification evaluation metric that measures 
a model’s ability to predict labels correctly across the test 
dataset. It is calculated as the ratio of correct predictions 
(true positives and true negatives) to the total number of 
predictions, providing an overall assessment of model 
performance [33]. A higher accuracy value indicates better 
predictive capability. Mathematically, accuracy is defined 
as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ()*(#
()*(#*+)*+#

 (3) 

Where TP (True Positives) and TN (True Negatives) 
represent correctly classified instances, while FP (False 
Positives) and FN (False Negatives) denote incorrect 
classifications. Accuracy is widely used to quantify the 
proportion of correct predictions across the entire dataset, 
but its effectiveness depends on the class distribution. In 
cases of class imbalance, additional metrics such as 
Precision, Recall, and F1-Score should be considered for a 
more comprehensive evaluation.  

2. Precision  
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Precision is a classification evaluation metric that quantifies 
the accuracy of a model’s positive predictions by measuring 
how many of the predicted positive instances are actually 
correct [34]. It assesses the model’s ability to distinguish 
between positive and negative data, ensuring that only 
genuinely positive instances are identified. Precision is 
particularly crucial in scenarios where misclassifying 
negative data as positive must be minimized, such as disease 
diagnosis or evaluating students predicted to succeed  [35]. 
Mathematically, precision is defined as: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ()
()*+)	

 (4)  

3. Recall  

Recall is a classification evaluation metric that measures a 
model’s sensitivity, indicating its ability to correctly 
identify all actual positive instances in the dataset [36]. It 
evaluates how well the model detects positive cases without 
overlooking any significant true positives [37]. This is 
particularly important in scenarios where missing a positive 
instance carries greater consequences than misclassifying a 
negative one, such as in early childhood learning success 
prediction, where failing to identify children who truly 
succeed could lead to inadequate support. Mathematically, 
recall is defined as: 

𝑅𝑒𝑐𝑎𝑙𝑙 = ()
()*+#

 (5) 

Where TP (True Positives) represents correctly classified 
positive instances, and FN (False Negatives) refers to 
misclassified positive instances. A higher recall value 
indicates that the model effectively identifies all relevant 
positive cases, ensuring no successful children are 
overlooked in academic performance assessments.  

4. F1-Score  

F1-Score is a classification evaluation metric that provides 
a balanced assessment of a model’s performance by 
combining Precision and Recall into a single score [38]. It 
is particularly useful when dealing with imbalanced datasets 
or when one metric alone is insufficient to evaluate the 
model comprehensively. Mathematically, the F1-Score is 
calculated as:  

𝐹1 = 2 ×  Precision × Recall 
 Precision * Recall 

 (6) 

 

III.  RESULTS AND DISCUSSION  

A. Overview of Model Performance 
 
This study uses demographic and psychological data to 

predict early childhood learning achievement using Random 
Forest and Gradient Boosting Machines. While Gradient 
Boosting Machines successively fix errors and capture hidden 
trends in a variety data. Random Forests an ensemble approach 
that constructs many decision trees is effective for managing 

complex data with varying feature relevance. Accuracy, 
precision, recall, and F1 score are used in model evaluation. 
While precision and recall evaluate the accurate identification of 
learning achievement, accuracy represents total the precision of 
predictions. For unbalanced. F1 score, a balance of Precision and 
Recall is crucial for imbalanced classes, offering a 
comprehensive assessment aligned with our goal of reliable and 
interpratable prediction model for educational outcomes.  

 
B. Comparasion of Model Evaluation   
 
     Both the Random Forest and Gradient Boosting models show 
good predictive performance for predicting early childhood 
learning success based on the evaluation measures, but with 
minor variations. The Random Forest models obtained an F1 – 
Score of 89 %, Accuracy of 92%, Precision of 90% , and Recall 
of 88%. In contrast, the Gradient Boosting model achieved an 
F1 – Score of 88%, Accuracy of 91%, Precision of 89% , and 
Recall of 87%. In this case, the Random Forest model performed 
slightly better than Gradient Boosting in terms of Accuracy, 
Precision, Recall, and F1-Score, sugesting that it was better at 
capturing true positives while preserving high precision and 
striking a balance between recall and precision (the F1-Score 
reflect this). The Random Forest ensemble structure seemed to 
be better equipped to manage the complexity and variability of 
dataset, despite the fact that Gradient Boosting is well-know for 
its iterative optimization, which frequently improves 
classification in difficult situations. As a results of its somewhat 
better performance on all criteria, Random Forest is the best 
model selected for this researchand is therefore better able to 
accurately forecast early learning process. This findings implies 
that the ensemble technique of Random Forest is especially 
useful for the integrative character of the psychological and 
demographic data used in this study.  The results of the model 
comparasion can be seen in Table 1 below.  

Table 1. Comparasion of Model Evaluation Metrics  

Model 
Accuracy 

(%) 
Precision 

(%) 
Recall 

(%) 
F1-

Score(%) 
Random Forest 91    89   87     88 

Gradient Boosting 92    90   88     89 
     

C. Feature Importance Analysis  
 
     Each attribute’s predictive capacity for early childhood 
learning achievement shows a clear hierarchy, according to the 
Random Forest model’s feature importance analysis. The 
variable with the highest significance, Academic Score (0-100), 
accounts for more than 35% of the model’s predictions. Children 
who score higher are more likely to achieve academically, 
indicating that academic performance as determined by scores, 
is the most important predictor of probability of learning 
success. Through a significance about 25% attandance (%) is the 
second most importance feature after academic success. This 
research suggests that constant attendance, which is probably 
brought about by frequent participation in class activities and 
more exposure to learning resources, significantly supports a 
student academic results. Although more research is need to 
determine what precise variables that ID may represent, the 
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attribute ID kid also ranks well, sugesting that certain instrinsic 
or unique identifiers linked to the kid may possess predictive 
significance.  
     The model’s forecasts are less significantly impacted by 
demographic characteristics including age (years), gender, and 
parent occupation, which have relatively lower significance 
ratings. Age is crucial, however it only makes a moderate 
contribution to the model, indicating that small age variations 
may not significantly affect learning results within the early 
infancy age range. The model it least affected by gender and 
parent occupation, suggesting that these factors have little 
impact on learning success in this situation. While demographic 
factors can provide some insight, this analysis shows that 
attendance and direct academic achievement are significantly 
more potent indicators, indicating that improving these crucial 
areas should be the main emphasis of learning outcome 
improvement methods. The results can be seen in graph 1 below. 
 

Graph 1. Comparasion of Model Evaluation Metrics  

 
D. Comparison of Model Performance  
 
      A comparison of the Random Forest and Gradient Bootsing 
model’s ability in predicting early childhood learning 
achievement revealed that the Random Forest model performed 
marginally better across all evaluation metrics. The Gradient 
Boosting model produced somewhat worse results, with an F1-
Score of 88%, Accuracy of 91%, Precision of 89%, and Recall 
of 87%, compared to its F1-Score of 89%, Accuracy of 92%, 
Precision of  90% and Recall of  88%. The F1-Score indicates 
that Random Forests is a balanced model that performs well in 
both recall and accuracy, as evidenced by its slightly better 
performance, which shows it was score succesfull in capturing 
true positives while retaining high precision. The Random 
Forest model may perform better because of its ensemble 
structure, which creates several decision trees and averages their 
predictions.  
     The Random Forest model could be better because of its 
ensemble structure, which creates several decision trees and 
averages their predictions. This ensemble technique lessens the 
possibility of overfitting or bias toward particular features while 
better capturing the complexity and diversity of the demographic 
and psychological data. Gradient Boosting, on the other hand is 
well-known for its iterative optimization and its ability to handle 

challenging classification tasks. However, it might not have 
been as succesful in balancing prediction accuracy across the 
wider range of features in this study, especially in a dataset that 
integrates demographic. According to the results, the ensemble 
technique of the Random Forest model is optimally adapted to 
the integrative nature of the data employed in this study. It 
manages the variety of psychological and demographic 
characteristics better by merging several trees, offering a more 
reliable prediction model for early learning success,  
     According to the results, the ensemble technique of the 
Random Forest model is optimally adapted to the integrative 
character of the data employed in this study. It manages the 
variety of psychological and demographic characteristics better 
by merging several trees, offering a more reliable prediction 
model for early learning success. As a result, Random Forest is 
the best option for this study because its ensemble approach is 
more capable of handling the complex relationships in the data 
and is therefore more trustworthy for forecasting learning 
outcomes in settings that provide early childhood education. The 
performance comparison of each model is presented in the graph 
2 below.  

 

               Graph 2. Comparasion of Model Performance Comparison  

E. Model Validation and Robustness Testing  

      Gradient Boosting performs better than Random Forest on all 
evaluation metrics, according to the analysis. With an average 
accuracy of 0.500 ± 0.025, it outperforms Random Forest in 
terms of total prediction performance which is 0.200 ±0.000. In 
addition, Gradient Boosting performs than Random Forest in 
terms of precision (0.439 ± 0.007) and recall (0.500 ± 0.025), 
proving that it can more reliably forecast true positives and catch 
real positive cases. The Gradient Boosting exhibits a better 
balance between precision and recall, as evidenced by its much 
higher F1 Score (0.453 ± 0.022). These findings imply that, for 
the dataset in question Gradient Boosting is a more stable and 
reliable model. Comparison of model performance on cross-
validation evaluation table can be seen in table 2 below and 
graph 3.  

Table 2. Comparasion of Model Performance on Cross-Validation Evaluation  

Model 
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(CV Mean 
±Std) 

Precision 
(CV Mean 
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Random Forest 
 

 

0.200 
±0.000 

0.201 
±0.003 

  0.200 
±0.000 

0.176 
±0.010 

Gradient Boosting 0.500 
±0.025 

0.439 
±0.007 

  0.500 
±0.025 

0.453 
±0.022 

     

F. Implications of Findings in Early Childhood Education  

     Academic Score (0-100) is the most significant atrribute in 
predicting early childhood learning performance, according to 
the study’s findings as seen by its high feature value in both 
Random Forest and Gradient Boosting models. This implies that 
academic achievement is a strong predictor of a child’s entire 
learning progress even at the very beginning of schooling. This 
characteristics can be seen as a stand-in for cognitive capacities,  
learning readiness, and participation in school in early childhood 
education, when core skills are created. The close relationship 
between academic achievement and other characteristics, like 
participation in class activities, parental involvement, and study 
habits, highlights how interrelated all these variables are.  
    Children with higher academic achievement typically have 
higher cognitive development, which enhances their capacity to 
interact with challenging assigments and assimilate new 
knowledge [sitasi]. This could then impove how they, interact 
with other learning components including self-regulation, 
problem-solving abilities, and social-emotional growth. The 
results, which imply that academic achivement might be a 
primary focus for targeted actions are essential for forming early 
childhood education programs. Teacher may encourage holistic 
development and enhance overall education results by 
addressing academic dificulties early on and helping students 
with lower academic scores with imporved classroom dynamics 
and individualized learning strategies.  

G. Limitation of the Study and Future Research Directions  

      There are various limitations to this research that should be 
taken into consideration. One of them is the small range of 
psychological data that was used, which might not accurately 
represent the many variables affecting learning performance in 
early life. Meanwhile, there are challenges to the early 
childhood data collection process including access to 
representative and trustworthy data. This may restrict the 
findings applicability to larger population. Future research can 
concentrate on gathering more varied data, especially 
psychological data that includes element like children’s 

personality, motivation and social-emotional development, in 
order to enhance the proposed model or methodology. More 
complex machine learning methods, including deep learning or 
ensemble learning with more complex algorithms, can also be 
investigated to increase prediction accuracy. To be able to build 
more successful learning programs, future study might 
potentially look into combining data-driven models with 
qualitative methods to achieve an improved comprehension of 
the educational context.  

IV. CONCLUSIONS  

     This study used Random Forest and Gradient Boosting 
Machines to predict early childhood learning achievement. 
When compared to Gradient Boosting, the Random Forest 
model performed slightly better according to evaluation metrics 
including F1-score, accuracy, precision, and recall. Random 
Forest was score more successful in idetifiying true positive 
while finding a balance between precision and recall, as seen 
by its F1-score of 89%, accuracy of 92%, and recall of 88%. 
This demonstrates that Random Forest’s ensemble technique is 
more approriate for managing the variety of psychological and 
demographic data, making it an acceptable model for 
forecasting early childhood learning achievement. 

V. SUGGESTION  

    However, the study is limited by a narrow scope 
psychological data and challenges with collecting 
representative datasets. Future research should address these 
gaps by incorporating broader psychological aspects, such as 
motivation and socio-emotional development, and adopting 
advanced machine learning techniques. The results highlight 
the importance of academic score and attandance as primary 
predictors of early childhood learning achievement, while 
demographic factors such as age, gender, and parental 
occupation have less influence. In this way, the study highlights 
the need for targeted interventions to improve classroom 
participation and academic performance.  
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