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The process of shipping products in the textile industry is essential as it determines the 
effectiveness of the business. However, non-ideal shipping can result in damage to the 
shipped products. Therefore, this study aims to develop a mathematical model to optimize 
the shipping process by assessing the textile product damage rate against environmental 
parameters such as humidity and temperature and shipping parameters such as shipping 
duration. The model developed using the Response Surface Methodology (RSM) statis-
tical approach is based on linear and nonlinear models. The results showed that the linear 
model had a better coefficient of determination as a model validation parameter, with a 
coefficient of determination of 0.83. This value shows the effectiveness of optimizing the 
shipping process as a monitoring effort to determine the damage to textile products against 
several parameters that affect it. The results of this study have implications for the field of 
textile science, especially regarding the dynamics of distribution or logistics, as well as the 
application of mathematical applications in the textile field. In addition, the practical 
implications of this research are expected to be used as a monitoring effort for the textile 
industry to determine the impact of environmental parameters and shipping duration on 
the products they ship. 
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1. INTRODUCTION 

The evolving dynamics of the textile industry make 
maintaining product quality key to business success in 
this sector (Chan et al., 2024; Harsanto et al., 2023). The 
challenges to quality degradation faced by textile 
manufacturers occur during the production and shipping 
phases (Köksal et al., 2017; Patwary, 2020; Warasthe et 
al., 2022). Shipping often involves uncontrollable environ-
mental conditions, such as temperature and humidity 
fluctuations and shocks, which can be detrimental to 
product quality (Moazzem et al., 2022; Yue, 2023). 
Therefore, developing a mathematical model to optimize 
product quality during shipping is crucial to improving 
efficiency and reducing losses. 

The development of this mathematical model is 
based on the principles of optimization theory and uses 
computer simulation and is equipped with validation 
methods such as correlation coefficients to mean 
absolute percentage error (MAPE) (Abdullah et al., 2023; 
Chicco et al., 2021; Jadhav et al., 2015; Masruroh & 
Prasetyorini, 2015; Putra et al., 2017; Putra & Mohamad, 
2022; Suprayogi & Paillin, 2018; Suprayogi & Ramdhani, 
2015). The approach used is response-based, allowing 
analysis of other variables' influence (Putra & Mohamad, 

2023; Setiawati & Kusnadi, 2021). This method of model 
building has been widely used in various sectors because 
it can provide predictions of responses from an impact on 
the problem under study (Mohd Rozalli et al., 2014; 
Mourya et al., 2024; Sakhi et al., 2020; Setiawati & 
Kusnadi, 2021).  

Various relevant variables regarding product quality 
in the delivery process must be addressed. It aims to 
provide preventive measures and analyze the impact 
during the distribution process. In the distribution process 
of a textile product, humidity and temperature determine 
the quality of textile products in terms of material 
(Marolleau et al., 2017). Temperature and humidity that 
are too low or high and do not match the characteristics 
of the material can quickly damage a textile product. 
Several things must also be considered because they 
impact the textile products being shipped in addition to 
temperature and humidity during the shipping process. 
One of them is the duration of delivery. Goods that are 
too long in the distribution process will make the quality 
of textile products poor (Jerath et al., 2017). 

This method has been widely used in manufactur-
ing fields, one of which is the research of Putra and 
Mohamad (2023). However, in product delivery, it 
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significantly optimizes the possibility of damage to 
products during delivery and ensures that product quality 
is explicitly maintained well for textile commodities, which 
has never been done. Therefore, this research is the first 
to form a mathematical model to optimize these needs. 
Through careful analysis, the model can provide 
recommendations on the parameters that should be set 
and monitored in real time to maintain product quality 
during shipping. Thus, manufacturers can implement 
appropriate preventive measures and reduce potential 
losses due to damage to textile products during 
shipment. 

This research aims to design an innovative mathe-
matical model that specifically addresses the challenge 
of maintaining the quality of textile products during 
shipping. The model considers various factors affecting 
product quality, such as environmental conditions and 
delivery time. This research is also the first to explicitly 
build a model that considers the optimization of the 
shipping process and considers various related variables, 
such as temperature and humidity, that impact product 
quality. Product quality is measured based on the level of 
damage during the shipping process. The results of this 
study are expected to positively impact textile industry 
players, especially manufacturers, to more effectively 
plan delivery strategies that minimize the risk of product 
damage. 
 
2. RESEARCH METHODS 

This study used a response approach using 
Responses Surface Methodology (RSM). The research 
flow is shown in Fig. 1. 

 
2.1. Data Collection 

This research uses three independent variables 
and one dependent variable. The three dependent 
variables are temperature in centigrade, humidity in (%), 
and shipping duration in (days), which affect one 
independent variable, the textile product damage rate 
(%). Data requirements and variable constructs can be 
shown in Table 1. 

Sample data was collected from a textile company 
in Central Java that assessed product damage from 
shipments in January 2024. The collected data will be 
preprocessed to assess data bias and adjust for model-
building needs using a statistical-based model. 

Table 1. Spesification of Model 
 

Construct Attribute Function 

Degree of damage 
product (y) 

% 
Dependent 
Variable 

Humidity (x1) % Independent 
Variabel Temperature (x2) Celcius 

Delivery Duration (x3) Days 

 
2.2. Data Adequacy Test 

This study tests the collected data for adequacy to 
ensure that the model meets the minimum require-
ments. The data sufficiency test is conducted by 
comparing the ideal data sufficiency value (N'), 
calculated using Eq (1), with the measured data (N). 
This study adopts the data sufficiency test calculation 
from (Heldayani & Yuamita, 2022). 

 

[𝑵′ = 

𝒌

𝒔
√𝑵(∑𝒙𝟐)−(∑𝒙)

𝟐

(∑𝒙)
𝟐 ]  (1) 

 

where k represents the confidence level (95%=2), s is 
the degree of confidence, and x is the observation data. 
The test data is considered sufficient if N' ≤ N. However, 
if N' > N, the data is deemed insufficient, in such cases, 
additional data must be collected, and after the new 
collection, the data sufficiency test should be performed 
again to determine whether the newly collected data 
meets the sufficiency criteria. 
 
2.3. Model Development 

The study presents a mathematical model based 
on Response Surface Methodology (RSM), which 
utilizes statistical techniques to explore relationships 
between multiple independent variables and a response 
variable. The novelty of the mathematical model offered 
in this study lies in its specific architecture, which 
integrates three independent variables for model 
development (Fig. 2). This model is tailored to the 
unique context of the study, distinguishing it from the 
general RSM formula. 

The main difference from the general RSM formula 
is how data distribution and the nature of the problem 
influence the model. In this study, the model accounts 
for nonlinear relationships, which is crucial when the  
data  exhibit  non-linearity,  unlike  the  traditional  linear 

 

 
 

Fig.1. Research Framework 
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Fig. 2. Model RSM Framework 

 

approach commonly used in general RSM. It ensures 
the model is better suited for more complex real-world 
problems than the standard linear RSM model. 
 
2.3.1. Model Responses surface methodology 

linear 
The Response Surface Methodology (RSM) linear 

model used in this study was developed based on three 
independent variables: humidity (x1), temperature (x2), 
and delivery duration (x3). These variables influence the 
degree of damage product (y). The following equation 
represents the RSM linear model (Eq. 2). 
 

 

 The independent variables are x1, x2, x3. A0 is the 
regression model constant, A1 is the regression model 
constant for x1, A2 is the regression model constant for 
x2, and A3 is the regression model constant for x3. 𝜖 is 
the regression model error.  

The Value of Eq. (3) can be determined by 
modeling it as illustrated in Eqs. (2) and (3). The 
difference between the experimental data (�̂�i) and (𝑦i) 
model model is defined as the error(𝜖), which is as 
follows. The Value of Eq. (1) can be determined by 
modeling it as illustrated in Eqs. (3) and (4). 

 

∑ 𝑦𝑖
𝑛
𝑖=1 = 𝑎0 + 𝑎1  ∑ 𝑥𝑖1 + 𝑎2∑𝑥𝑖2 + 𝑎3∑𝑥𝑖3, ,  (3a) 

𝑦1 = 𝑎0 + 𝑎1 𝑥11 + 𝑎2 𝑥12 + 𝑎3 𝑥13 ,                
 ⋮                                                                                                   
𝑦𝑛 = 𝑎0 + 𝑎1 𝑥𝑛1 + 𝑎2 𝑥𝑛2 + 𝑎3 𝑥𝑛3,  

(3b) 

(

y1
:
yn
) = (

1 … x1k
1 ⋰ ⋮
1 … xnk

)(

a0
:
ak
) (4a) 

𝑦𝑖 = 𝑥𝑖𝑘𝑎𝑘,  (4b) 

𝑦 =  𝑋𝑎  (4c) 
 

The difference between the experimental data (�̂�i) 

and (𝑦i) model model is defined as the error(𝜖). 
 

∑ ( �̂�𝑖 − 𝑦𝑖) = 𝜖
𝑛
𝑖=1   (5) 

 

Eqs. (6) and (7) we used to find a for model: 
 

𝑎 = (𝑋𝑇𝑋)−1𝑋𝑇𝑦,  (6) 
 

with, 
 

𝑦 = 𝑋𝑎 = 𝑋(𝑋𝑇𝑋)−1𝑋𝑇𝑦 (7) 
 

Eq (8) can be utilized to solve the linear equation 
formed by Eq (2), resulting in the formulation presented 
in Eqs (8) to (10). 

𝑦1 = 𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3𝜖 (8) 

⋮   
𝑦𝑛 = 𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3𝜖  (8) 

 

Eq. (8) can be converted into matrix form as in Eq. (9). 
 

(

𝑦1
⋮
𝑦𝑛
)  =  (

1
1
1

𝑥1
𝑥1
𝑥1

𝑥2
𝑥2
𝑥2

𝑥3
𝑥3
𝑥3
) (

𝑎0
𝑎1
𝑎2
𝑎3

) (9) 

 

The coefficients 𝑎0, 𝑎1, 𝑎2, 𝑎3  in Eq. (9) are obtained 
through the parameter optimization technique outlined 
in Eq. (10). This optimization technique uses the Least 
Squares method to determine the values of (𝑎). The 
process involves solving for the partial derivatives of the 
error function concerning (𝑎 ) to locate the minimum 
point. From Eq. 10, each constant a is sought as the 
optimization constant of a problem modeled using a 
linear-based statistical model. 
 

𝑎 = (𝑋𝑇𝑋)−1𝑋𝑇𝑦,  (10) 

 
2.3.2. Model Responses Surface Methodology 

Nonlinear 
In this study, the RSM model nonlinear multiple 

regression is built around three independent variables:  
humidity (x1), temperature (x2) and delivery duration 
(x3), both of which influence the degree of damage 
product (y). The fundamental equation of the RSM 
model's nonlinear multiple regression is as follows (Eqs. 
11). 

 

𝑦𝑖 = 𝑎0𝑥1
𝑎1𝑥2

𝑎2𝑥3
𝑎3 +  𝜖  (11) 

∑ 𝑦𝑖
𝑛
𝑖=1 = 𝑎0 + 𝑎1  ∑ 𝑥𝑖1 + 𝑎2∑𝑥𝑖2  +
𝑎3∑𝑥𝑖3,   

(12a) 

𝑦1 = 𝑎0 + 𝑎1 𝑥11 + 𝑎2 𝑥12 + 𝑎3 𝑥33 ,  
⋮  
𝑦𝑛 = 𝑎0 + 𝑎1 𝑥𝑛1 + 𝑎2 𝑥𝑛2 + 𝑎3 𝑥𝑛3   

(12b) 

(

𝑦1
:
𝑦𝑛
) = (

1 … 𝑥1𝑘
1 ⋰ ⋮
1 … 𝑥𝑛𝑘

)(

𝑎0
:
𝑎𝑘
)  (13a) 

𝑦𝑖 = 𝑥1𝑘𝑎𝑘,  (13b) 

𝑦 =  𝑋𝐴  (13c) 
 

Eqs. (12 and 13) we used to find a for model: 
 

𝑎 = (𝑋𝑇𝑋)−1𝑋𝑇𝑦,  (12) 
 

With, 
 

𝑦 = 𝑋𝑎 = 𝑋(𝑋𝑇𝑋)−1𝑋𝑇𝑦 (13) 
 

Eq (13) can be utilized to solve the nonlinear 

𝑦 =  𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3 +  𝜖  (2) 
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equation formed by Eq (9), resulting in the formulation 
presented in Eqs (14) to (20). 
 

𝑦 =  𝑎0𝑥1
𝑎1𝑥2

𝑎2𝑥3
𝑎3 , (14) 

ln 𝑦 = ln( 𝑎0𝑥1
𝑎1𝑥2

𝑎2𝑥3
𝑎3),  (15) 

ln 𝑦 = ln 𝑎0 +𝑎1 ln 𝑥1 + 𝑎2 ln 𝑥2 +
 𝑎3 ln 𝑥3, ,  

(16) 

𝑌𝑖 = 𝐴0 + 𝐴1𝑋1 + 𝐴2𝑋2 + 𝐴3𝑋3,  (17) 

𝑌1 = 𝐴0 + 𝐴1𝑥1 + 𝐴2𝑥2 + 𝐴3𝑥3𝜖  (18) 

𝑌𝑛 = 𝐴0 + 𝐴1𝑥1 + 𝐴2𝑥2 + 𝐴3𝑥3𝜖  (18) 
 

Eq. (18) can be converted into matrix form as in Eq. 
(19). 
 

(
𝑌1
⋮
𝑌𝑛

)  =  

(

 
 
(
1
1
1

𝑋1
𝑋1
𝑋1

𝑋2
𝑋2
𝑋2

𝑋3
𝑋3
𝑋3

) (

𝐴0
𝐴1
𝐴2
𝐴3

)

)

 
 
  (19) 

 

The values 𝐴0, 𝐴1, 𝐴2, 𝐴3 in Eq. (18) are derived 
using the parameter optimization method described in 
Eq. (20). The optimization method employs the least 
squares approach to determine the values of (𝑎), which 
involves solving the partial derivative of the error 
function concerning (𝐴) to find the minimum point. To 

get 𝑎0, 𝑎1, 𝑎2, 𝑎3 from the nonlinear equation, the 
conditions are as follows (Eq.21). Value of 𝑎0, 𝑎1, 𝑎2, 𝑎3 
which has been successfully calculated and is used as 
a constant for nonlinear equations to optimize a 
problem. 
 

𝐴 = (𝑋𝑇𝑋)−1𝑋𝑇𝑦,  (20) 

= (

𝑎0
𝑎1
𝑎2
𝑎3

) = (

exp(𝐴0)
𝐴1
𝐴2
𝐴3

)   (21) 

 
2.4. Model Validation 

The coefficient of determination, known as R-
squared or R2, is a statistical metric used to assess how 
well a theoretical model fits the observed data (Putra & 
Mohamad, 2023; Samura et al., 2024). It is the most 
frequently used method in analyzing how well a 
predictive model has been built. In this context, R2 
measures the proportion of variation in the dependent 
variable that the independent variables in the model can 
explain. R2 values range from 0 to 1, where 1 indicates 
that the model perfectly describes the variation in the 
data, and 0 indicates that the model explains nothing, 
attributing it entirely to random error. Eq (22) illustrates 
the calculation of R2 for the two models developed. 
 

𝑅2

=
((𝑛∑𝑦𝑡ℎ𝑒𝑜𝑟𝑦) − (∑𝑦𝑎𝑐𝑡𝑢𝑎𝑙𝑥 ∑ 𝑦𝑎𝑐𝑡𝑢𝑎𝑙𝑥𝑦𝑡ℎ𝑒𝑜𝑟𝑦))

√((𝑛 𝑥 ∑ 𝑦𝑡ℎ𝑒𝑜𝑟𝑦
2) − (∑𝑦𝑡ℎ𝑒𝑜𝑟𝑦)

2)  𝑥 √((𝑛 𝑥 ∑ 𝑦𝑎𝑐𝑡𝑢𝑎𝑙
2)  − (∑𝑦𝑎𝑐𝑡𝑢𝑎𝑙)

2)
 (22) 

 

3. RESULTS AND DISCUSSION 
3.1. Data Collection 

Data is taken from one of the textile companies 
engaged in textiles and apparel. The 10 sample data 
that have been collected are tested for data adequacy. 
If the data adequacy test results state that the sample is 
insufficient, then the data collection is repeated. This 
result of the adequacy test is shown in Table 2, and the 
final data is shown in Table 3. 

Table 2. Result from Data Adequacy Test. 
 

Variable N (Actual) N' (Ideal) Decision 

Degree of 
damage product 
(y) 

10 19.2 
rejected 
(repeat data 
collection) 

Humidity (x1) 10 19.7 
rejected 
(repeat data 
collection) 

Temperature (x2) 10 19.11 
rejected 
(repeat data 
collection) 

Delivery 
Duration (x3) 

10 17.48 
rejected 
(repeat data 
collection) 

 

Table 3. Final Data Collect 
 

Degree of 
Damage 
Product 
(y) (%) 

Humidity 
(x1) (%) 

Temperature 
(x2) (Celcius) 

Delivery 
Duration 

(x3) (Days) 

2.5 60 23 5 
4.0 70 21 7 
6.5 80 20 10 
8.0 90 25 14 

3.5 50 30 3 
5.0 65 19 8 
7.0 75 22 12 
6.0 85 28 9 
3.0 55 21 6 
2.5 60 22 11 
3 60 24 6 

7.5 80 20 13 
8 92 18 14 
9 98 18 14 
5 66 28 5 
4 72 25 5 

4.5 75 25 5 
6 75 25 7 
7 60 30 12 

8 83 19 14 

 
3.2. Data Adequacy Test 

Data sufficiency testing is performed based on 
equation (1), shown in the previous section. If the result 
is N'>N, the data must be collected again. Measurement 
of data sufficiency is carried out on each variable used. 
Table 2 shows the results of the data sufficiency test 
that has been carried out. 

 

Table 4. Result from Data Adequacy Test (After Reply 
Collecting) 

 

Variable N (Actual) N' (Ideal) Decision 

Degree of damage 
product (y) 

20 4.15 Accepted 

Humidity (x1) 20 3.52 Accepted 
Temperature (x2) 20 3.23 Accepted 
Delivery 
Duration (x3) 

20 8.13 Accepted 

 
Table 2 explains that the data collection of 10 

samples that have been done for each variable has not 
met the data sufficiency. Then, the data collection is 
repeated according to the N' value obtained for each 
variable. This missing data collection adds 10 new data 
samples so that the N (actual) sample data totals 20 and 
is tested again for data adequacy (Table 4).  

Based on the results of the data sufficiency test, it 
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is concluded that the data from the new data collection 
has met the data sufficiency test and can be used as a 
model formation as a prediction tool and experimental 
design and optimization of the delivery process that has 
an impact on product quality with the percentage of 
damage as a reference. 
 
3.3. Model Development 

In this section, two model developments in 
response surface methodology, linear and nonlinear, 
will be discussed. The selection of these two RSM 
models is due to differences in data distribution to find 
optimal modeling in solving the problem of damage 
degree (%). 

 
3.3.1. Model RSM linear 

Eq 1 shows the general linear model and explains 
that a matrix calculation can obtain the constant a. Eqs 
(23-25) shows the matrix calculation based on the data 
collected in the previous section. 

 

𝑦1 = 𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3𝜖   

⋮   

𝑦20 = 𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3𝜖  (23) 
 

Eq. (6) can be converted into matrix form as in Eq. 
(24). 

 

(

𝑦1
⋮
𝑦20
)  =  (

1
⋮
1

60
⋮
83

23
⋮
19

5
⋮
14
) (

𝑎0
𝑎1
𝑎2
𝑎3

) (24) 

𝑎 =  (𝑋𝑇𝑋)−1𝑋𝑇 , 𝑦  (25a) 

𝑎

= [

20
1451
463
180

1451
108547
33175
13707

463
33175
10993
4037

180
13707
4037
1886

]

−1

[

1
60
23
5

1
⋮
⋮
…

1
83
19
14

] [
2.5
⋮
8
] (25b) 

= [

6.39
−0.04
−0.15
−0.01

−0.04
0.00
0.00
−0.00

−0.15
0.00
0.00
0.00

−0.01
−0.00
0.00
0.01

] [

1
60
23
5

1
⋮
⋮
…

1
83
19
14

] [
2.5
⋮
8
] (25c) 

= (

𝑎0
𝑎1
𝑎2
𝑎3

) = (

−6.15
0.08
0.12
0.30

) (25d) 

 
 Then, Eq. (26) is derived to assess the degree of 

damage product results. 
 

𝑦 =  −6.15 + 0.08𝑥1 + 0.12𝑥2 + 0.30𝑥3 (26) 
 

Once the values of 𝑎0 , 𝑎1 , dan 𝑎2 , 𝑎3  have been 
determined, Eq. (26) can be utilized for prediction 
calculations, as shown in Table 5. 

 
3.3.2. Model RSM Nonlinear 

Eq (11) shows the general nonlinear model and 
explains that obtaining the constant, a can be done 
through matrix optimization. Eqs (27-30) show the 
matrix calculation based on the data collected in the 
previous section. 

 

𝑌1 = 𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3𝜖   

⋮   

𝑌10 = 𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3𝜖  (27) 

 

Eq. (11) can be converted into matrix form as in Eq. 
(28) 

(
𝑌1
⋮
𝑌20

)  =  (
1
⋮
1

4.09
⋮
2.9

3.1
⋮
2.6

1.6
⋮
4.4
) (

𝑎0
𝑎1
𝑎2
𝑎3

) (28) 

𝑎 =  (𝑋𝑇𝑋)−1𝑋𝑇 , 𝑦  (29a) 

𝑎

= [

20
85.37
62.58
42.07

85.37
365.04
266.90
180.71

62.58
266.90
196.36
130.93

42.07
180.71
130.93
92.55

]

−1

[

1
4.1
3.1
1.6

1
⋮
⋮
…

1
4.4
2.9
2.6

] [
0.9
⋮
2.1
]  (29b) 

= [

87.95
−12.54
−11.47
0.74

−12.54
3.00
0.41
−0.74

−11.47
0.42
2.83
0.41

0.75
−0.74
0.41
0.53

] [

1
4.1
3.1
1.6

1
⋮
⋮
…

1
4.4
2.9
2.6

] [
0.9
⋮
2.1
]  (29c) 

= (

𝑎0
𝑎1
𝑎2
𝑎3

) = (

𝑒𝑥𝑝(−7.16)
1.42
0.63
0.37

)  = (

0.000774
4.123078
1.873672
1.449908

)  (29) 

 
 Then, Eq. (29) is derived to assess the degree of 

damage product (%) results (Eq.30). 
 

𝑦 =  0.000774𝑥1
4.12𝑥2

1.87𝑥3
1.45 +  𝜖 (30) 

 

Once the values of 𝑎0 , 𝑎1 , and 𝑎2. 𝑎3  have been 
determined, Eq. (30) can be utilized for prediction 
calculations to assess the degree of damage product 
(%), as shown in Table 5. 
 
3.4. Model Validation 

Based on the model equation that has 
successfully optimized product quality when shipping in 
percent, an evaluation is carried out using the 
correlation coefficient method shown in Eq (22). The 
results of the calculation of the two-equation models 
formed are shown in Table 5, along with the correlation 
coefficient value. 
 

Table 5. Result Model and Validation (R2) 
 

Deegre of 
damage (%) 

Actual 

Deegre of damage 
(%) Prediction 
(Linear model) 

Deegre of damage 
(%) Prediction 

(Nonlinear model) 

2.5 3.20 3.33 
4 4.42 4.43 

6.5 6.06 5.92 
8 8.72 9.13 

3.5 2.56 2.51 
5 4.06 3.94 
7 6.48 6.14 
6 7.13 7.67 
3 2.84 2.97 

2.5 4.89 4.34 
3 3.62 3.65 

7.5 6.97 6.53 
8 8.06 7.66 
9 8.58 8.38 
5 4.30 4.31 
4 4.46 4.54 

4.5 4.72 4.81 
6 5.32 5.45 
7 6.14 5.44 
8 7.42 6.85 

(R2) 0.8334 0.7319 

 
3.5. Analyzing Results from the RSM Model 

The R² method assesses the performance of both 
RSM (Response Surface Methodology) models in 
optimizing the shipping process by considering three 
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factors: humidity, temperature, and shipping duration, 
which influence the product damage rate. The linear 
RSM model outperforms the nonlinear model in 
optimizing product quality during shipment, as it has a 
higher R² value of 0.83 (83%) compared to the nonlinear 
model's R² of 0.73 (73%) in explaining data variance. It 
indicates that the linear model is more effective in 
assessing product quality, particularly damage caused 
by environmental factors like humidity, temperature, 
and shipping duration. The analysis also reveals that 
these three variables linearly affect product quality 
during shipment. The remaining 17% of the variance is 
due to factors not considered in this study, and the 
limitations of the linear model in achieving a correlation 
above 90% highlight the need for further research to 
enhance optimization (Putra & Mohamad, 2022; 
Samura et al., 2024; Seikh et al., 2019). Fig. 3 presents 
the data distribution of the established model. 

 
3.6. Sensitivity Model 

In this study, the best model for optimizing the 
quality of textile products during delivery was subjected 

to sensitivity analysis to ensure that the model does not 
suffer from overfitting or excessive adherence to the 
data distribution. The sensitivity process involves 
altering values for important parameters or variables 
(Bala et al., 2017). Therefore, this study tests sensitivity 
by modifying the variable X3, delivery duration. The 
results of the sensitivity analysis are shown in Fig. 4. 

Based on Fig. 4, it is evident that the visual 
distribution changes between the best RSM model and 
the RSM model modified with changes to the value of 
X3. The coefficient of determination for this sensitivity 
analysis is 0.307. This coefficient of determination 
indicates that data variability can explain the model's 
sensitivity to changes. The model's sensitivity is 
important because it identifies variables that most 
impact the model's results, assists in making more 
accurate adjustments and validations, and provides 
insights into the model's robustness against data 
variations. By understanding the model's sensitivity, 
necessary improvements can be made to enhance the 
model's reliability and interpretability in practical 
applications.

 

Fig. 3. Data Distribution (Actual and Model) 
 

 
 

Fig. 4. Result Sensitivity Analysis 
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3.7. Findings Enrich Existing Understanding 
This research successfully developed a significant 

mathematical model to optimize process parameters to 
prevent damage to textile products during shipping. 
Parameters such as humidity, temperature, and 
shipping duration have high uncertainty yet significantly 
affect the quality of the final product. Two statistical-
based response models were used to find the most 
relevant model with the percentage of product damage 
as the analyzed variable. 

The results showed that the linear-based 
Response Surface Methodology (RSM) model was 
highly relevant in optimizing product damage as a 
function of humidity, temperature, and delivery duration. 
The model achieved a relevance rate of 83%, indicating 
a good fit with the actual data set. This finding is 
essential for the field of textile science, particularly 
textile logistics, as it confirms that the quality of the final 
product is affected not only by production process 
factors but also by factors in the shipping process. 

The modeling also reveals that simple RSM 
techniques can produce optimization models with solid 
correlations, in contrast to previous studies that used AI-
based models for modeling the yarn-spinning process 
with very high correlation coefficients (Putra et al., 2017; 
Putra & Mohamad, 2023). A high correlation coefficient 
can indicate the model's effectiveness but also risks 
overfitting, making the model less sensitive to different 
datasets (Kumar & Chong, 2018). 

Although this study has limitations, such as not 
considering packaging methods and material types in 
determining product quality from the shipping process, 
its strength lies in applying mathematical methods in 
textile logistics to analyze the impact of environmental 
uncertainties on final product quality. It is the first study 
to model the delivery process with a focus on the final 
quality of textile products, and it was successfully 
proven with a model correlation coefficient of 0.83. 

 
4. CONCLUSION 

This study addresses a significant gap in textile 
logistics and quality control by developing a Linear 
Response Surface Methodology (RSM) model to 
evaluate the impact of environmental uncertainties, 
such as humidity, temperature, and shipping duration, 
on textile product quality. The model achieves an 83% 
correlation coefficient, highlighting its utility in optimizing 
shipping conditions to enhance product integrity. This 
contribution underscores the importance of considering 
shipping conditions as a crucial factor influencing 
product quality beyond the production stage. 

However, the model's focus on shipping 
parameters limits its scope, as it does not account for 
other factors that might affect product quality, such as 
material type and packaging methods. Future research 
should expand this model by including additional 
relevant variables and exploring more complex 
modeling approaches. Longitudinal studies across 
shipping scenarios and geographic locations could also 
enhance the model's robustness and generalizability. 
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